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ABSTRACT

This paper presents the design of a haptic system for prostate nee-
dle brachytherapy under magnetic resonance imaging (MRI) guid-
ance. This haptic system consists of some recently developed MRI-
compatible mechatronic devices, including a fiber optic force sen-
sor and a piezoelectric motor actuated needle driver mounted on a
specifically designed 3-axis linear stage. We first propose the tele-
operation framework with system architecture, infrastructure and
control algorithm for the master-slave haptic interface. Then we
introduce some novel sensors and actuators for MRI-compatible
mechatronic devices of this haptic system. We developed the force
sensor which provides in-vivo measurement of needle insertion
forces to render proprioception associated with the brachytherapy
procedure. We discuss the sensing principle of the optical sensor
which enables two degrees-of-freedom (DOF) torque measurement
and one DOF force measurement. The second apparatus of this
system is a high precision 3-axis linear stage actuated by piezo-
electric motors and position sensed by optical linear and rotary en-
coders and all of them have proved good magnetic compatibility.
The needle driver can simultaneously provide needle cannula rota-
tion and stylet translation motion while the cannula translation is
engendered by the stage. The independent rotation and translation
motion of the cannula and stylet can increase the targeting accuracy
while minimize the tissue deformation and damage. The master-
slave haptic system is capable of positioning needle and sensing
insertion forces thus increasing the operation autonomy, accuracy
and reducing the operation time.

Keywords: Optical Force Sensor, MRI Compatible, Haptic
Feedback, Needle Driver, Prostate Needle Brachytherapy.

1 INTRODUCTION

Prostate cancer is the most common male cancer and the second
most common type of cancer. Each year approximately 1.5 M core
needle biopsies are performed, yielding about 220,000 new prostate
cancer cases [14]. Over 40,000 brachytherapies are performed in
the United States each year, and the number is steadily growing
[6]. Transrectal ultrasound (TRUS) is the current “gold standard”
for guiding both biopsy and brachytherapy due to its real-time na-
ture, low cost, and apparent ease of use [19]. However, TRUS-
guided biopsy has a detection rate of only 20% — 30% [23]. Fur-
thermore, TRUS cannot effectively monitor the implant procedure
as implanted seeds cannot be seen in the image. MRI-based medical
diagnosis and treatment paradigm capitalizes on the novel benefits
and capabilities created by the combination of high sensitivity for
detecting tumors, high spatial resolution and high-fidelity soft tis-
sue contrast. It seems to possess many of the capabilities that TRUS
is lacking. The challenges, however, arise from the manifestation
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of the bidirectional MRI compatibility requirement - both the de-
vice should not disturb the scanner function and should not create
image artifacts and the scanner should not disturb the device func-
tionality [5]. Moreover, the confined physical space in closed-bore
high-field MRI presents formidable challenges. Generally, the de-
velopment of mechatronic devices for applications in MR environ-
ments requires meticulous consideration of safety, electromagnetic
compatibility and space constraints.

A number of MRI-guided surgical procedures may be assisted
through mechatronic devices that present more amiable solution
than traditional manual operations due to the constraints on patient
access imposed by the scanner bore. However, the lack of tactile
feedback to the user limits the adoption of robotic assistants. On
the other hand, the current MRI-guided biopsy procedures are per-
formed with the patient outside the scanner bore due to the space
constraint. Removing the patient from the scanner during the in-
terventional procedure is required for most of the previously devel-
oped robotic systems. The motivation of deploying needle motion
automation and haptic feedback comes from the fact that an auto-
mated robotic system with needle rotation and translation would
highly increase the targeting accuracy by real-time visualization
feedback and force feedback while significantly reduce the proce-
dure duration.

A thorough review of MRI compatible systems to date for image-
guided interventions by Tsekos, et al. can be found in [25]. Chinzei,
et al. developed a general-purpose robotic assistant for open MRI
[4] that was subsequently adapted for transperineal intraprostatic
needle placement [7]. Krieger et al. presented a 2-DOF passive,
un-encoded, and manually manipulated mechanical linkage to aim
a needle guide for transrectal prostate biopsy with MRI guidance
[16]. With the use of three active tracking coils, the device is vi-
sually servoed into position, and then, the patient is moved out of
the scanner for needle insertion. Stoianovici et al. described a MR-
compatible stepper motor and applied it to robotic brachytherapy
seed placement [20]. This system is a fully MR-compatible, fully
automatic prostate brachytherapy seed placement system; the pa-
tient is in the decubitus position and seeds are placed in the prostate
transperineally. The relatively high cost and complexity of the sys-
tem, in addition to the requirement to perform the procedure in a
different pose than used for preoperative imaging are the major is-
sues of this robotic platform.

Some other TRUS based robotic systems are the counterparts
of the MRI compatible systems. One of the most complete robotic
systems is developed by Yu and co-workers [31] and they presented
the 16-DOF robotic system with 9-DOF positioning module and 7-
DOF surgery module. Up to date, Fichtinger, et al. [8] developed
a compact robotically assisted prostate brachytherapy system. Two
parallel planar motion stages were used to position and orient the
needle. More recently, [13] proposed a novel robotic brachytherapy
needle-insertion system in order to replace the template used in the
manual technique.

In our previous efforts, we have built an automated needle guide
for MRI-guided prostate interventions that aligned the needle such
that it could be inserted manually along an encoded needle guide
[10]. Manual insertion was the preferred technique due to the need
for tactile feedback during the insertion phase. However, it was
found that the ergonomics of manual insertion along this guide
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proved very difficult in the confines of the scanner bore. The lim-
ited space in closed-bore high-field MRI scanners requires a phys-
ical separation between the surgeon and the imaged region of the
patient. To overcomes the loss of needle tip proprioception infor-
mation, we are developing a teleoperated haptic system with optical
force-torque sensor; to be integrated with a 3-DOF robotic needle
driver for MR-guided prostate needle placement. To the authors’
knowledge, [24] and [15] are the only precursors of the system
framework presented here. We present a navigation and control
framework with an MRI-compatible fiber optic force sensor em-
bodiment which can be leveraged to close this measurement-control
loop.

This paper is organized as follows: Section 2 describes the tele-
operation framework with system architecture, infrastructure and
control algorithm for the master - slave haptic interface. Section
3 describes the detailed force sensor design and prototype, linear
stage design ( structure, sensing and actuation ) are presented in
Section 4. The key contribution of this paper is the novel needle
driver which is illustrated in 5. Finally, a discussion of the system
is presented in Section 6.

2 TELEOPERATION FRAMEWORK

The system architecture is based upon the robotic prostate inter-
vention system described in [10] with major modification. An MRI
compatible robot controller sits inside the scanner room and com-
municates to the navigation software and scanner interface running
on a laptop in the console room through a fiber optic connection.
However, the addition of haptic feedback modifies the architecture
as demonstrated in Fig.1. The optical force sensor interface is in-
corporated into the in-room robot controller and the needle interac-
tion forces are transmitted back to the navigation software console
along with the robot position. We integrate the haptic feedback de-
vice into the navigation software framework to provide forces to the
operator and control back to the robot.
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Figure 1: System architecture for the master - slave haptic interface.
The fiber optic force sensor and robot are placed near the isocenter
of the MRI scanner, the master manipulator is connected to the nav-
igation software interface, and the two are couple through the robot
controller in the scanner room using a fiber optic network connection.

We would like to deploy a direct force feedback architecture [3]
to control the teleoperated needle placement system. In this iter-
ation of the system, we employ a commercially available Novint
Falcon (Novint Technologies, Inc., Albuquerque, NM) haptic de-
vice as the master robot. It has 3 position DOF and can be used

to position the needle in the Cartesian space. The human operator
positions obtained from the haptic interface are used for trajectory
generation and control of the motion of the slave manipulator. The
low level master control is performed by the Haptic Device Abstrac-
tion Layer provided by Novint. The slave robot in this design is the
second generation of the 4-DOF robotic assistant system [10] which
overcomes many design difficulties and promises safe and reliable
intraprostatic needle placement inside closed high-field MRI scan-
ners. However, the addition of force feedback allows incorporation
of an actuated needle driver and firing mechanism and needle rota-
tion. The contact forces between needle and the tissue are measured
by the force/toque sensor and further fed back to the haptic device
through its interface. The slave robot is shown in Fig. 3 which con-
sists of a force sensor, a 3-DOF linear stage, and a 3-DOF needle
driver.

Figure 2: A model biopsy needle handle is coupled with the hap-
tic master to mimic the sensation manual needle insertion. A CAD
model of handle gripper (left) and Novint Falcon equipped with the
new grip interface (right).

To get a more intuitive application of the haptic grip, we manu-
factured a biopsy needle like haptic gripper (a brachytherapy nee-
dle would be simpler, this biopsy needle is for illustration purpose)
as shown in Fig. 2. Generally, the needle has 3-DOF Cartesian
motion, while [30] indicated that continuous rotation could also be
used to improve the targeting accuracy and reduce insertion force.
From this perspective, we add two buttons on the top of the gripper
to control the robot. In one configuration, the operator can push

Figure 3: The slave robot consisting of a 3-DOF linear stage, force
sensor and a 3-DOF needle driver.

the first button to start/stop the axial rotation of the needle cannula
and the second button is used to drive the stylet translation. The de-



tailed motion control feature would be presented in Section 5. Al-
ternatively, the buttons can be used to select targets or to constrain
the needle motion to 1-DOF in the z direction when the needle is
appropriately positioned in the x —y plane.

3 OPTICAL FORCE SENSOR

Our guiding vision is to create an MRI compatible force sensor
for needle-based interventional procedures by a fiber optic mod-
ule with a flexible body that possesses the ability to sense needle
tip interaction forces. Specifically, we intend to measure insertion
force, detect tissue interfaces, and detect bone or other unexpected
contact to enhance the overall clinical performance. In-vivo needle
insertion force measurement is an important precursor to monitor
the insertion status, consequently provides significant indicator for
force sensor design. Following similar analysis of [1] by Abolhas-
sani et. al., the needle (symmetric or asymmetric) would bend with
a very small sloped deflection curve during the insertion, generi-
cally, there are 6-DOF forces/torques applied to the needle. The
distributed forces orthogonal with respect to each infinitesimal seg-
ment of the needle shaft can be considered as a lumped force at the
tip. The most important quantities to be sensed are the force along
the needle axis and the two resultant torques of the forces tangential
to the needle axes.

According to [30] and related literatures, we conclude that the
force sensing range is within 15 Newton. A resolution of 0.2 New-
ton is sufficient in our application. The optical sensing mechanism
deployed here is a economical and succinct structure which uses
one spherical mirror and multiple optical fibers. A detailed design
description can be found in [21] and we briefly illustrate the basic
mechanism and functionality of this sensor here. The incident light
emitted from a point source gets reflected by the front spherical
mirror, while the reflected light can be sensed by the tip of multiple
optical fibers which forms in circular pattern. The flexure converts
the applied forces and torques into displacement of the mirror thus
generating a light intensity change.

Fig. 4 shows the exploded view of the force sensor. The sen-
sor has four major components: the fiber holder with eight 1mm
diameter through holes to arrange the receiver fibers and an addi-
tional central hole for the emitter, the flexure, the spherical mirror
and an adjustable mirror driver. We want the flexure to sense the
axial force and lateral torques with high accuracy while tolerating
off-axis forces and torques. It has two parallelogram-like segments
of helical circular engravings and this structure has intrinsic ax-
ial/lateral overload protection capability. The sensor prototype is
shown in Fig.5.

4 LINEAR STAGE

To provide Cartesian positioning capability, it is very desirable to
develop a generic MRI compatible linear stage. In order to satisfy
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Figure 4: The exploded view of the force sensor CAD model.

Figure 5: Components of the sensor prototype with fiber guide
(left),flexure (center) and cover plate with spherical mirror (right).

the close bore space limit, the linear stage dimension and workspace
are specified as follows: 1) The maximum envelope dimension of
the stage is 250mm by 150mm by 180mm. The x —y dimension
has very confined space in the bore. 2) Horizontal translation of
the base is 50mm . 3) Vertical translation of the base: 50mm. 4)
Insertion translation of the base: 100mm. 5) Each axis encoder
positioning resolution is 0.02mm and the overall position accuracy
should be much better than MRI pixel resolution.

A scissor mechanism actuated by a linear motor provides the
vertical motion of the stage. The lead screw connection can reduce
the motor capability requirement (which is critical for the friction
driven piezo motion) but provide steady and high accuracy dis-
placement. To guarantee the MRI compatibility, the linear stage
is made of high strength plastics including Ultem and PEEK. The
U-shaped structure can support the needle rigidly and ensure high
stability. Each linear stage is constructed by DRYLIN slide and
carriage (Igus, Inc., CT) which is made of anodized aluminum, a
proved MRI compatible material. In order to maintain high preci-
sion of the linear stage, all three axes take advantage of piezoelec-
tric actuators the Piezo LEGS (PiezoMotor, Uppsala, Sweden). For
the horizontal motion (x — y plane), we use linear piezoelectric mo-
tors and the z axis is actuated by a rotary motor which drives a lead
screw to control the vertical position. The stage is shown in Fig. 3.

4.1 Encoder

Standard optical encoders (EM1-500 and ESD-1250 encoder mod-
ules with PC5 differential line driver, U.S. Digital, Vancouver, WA)
have been thoroughly tested in a 3T MRI scanner for functionality
and induced effects in the form of imaging artifacts, as described in
[9]. The encoders have been incorporated into the robot and have
performed without any stray or missed counts; the imaging artifact
is confined locally to within 2 - 5 cm from the encoder. This is suf-
ficient because the robot is designed to distance the sensors from
the prostate imaging volume.

4.2 Actuator

To create the force and motion in an MR compatible system, actua-
tors had to be selected to create the motion. For this task we selected
the linear and rotary piezoelectric motor produced by PiezoMotor
of Uppsala Sweden as shown in Fig. 6(a) and Fig. 6(b), for several
reasons.

First, as a frictional motor capable of creating 10 N of force,
when unpowered they can supply up to 16 N of holding force per
motor. This acts as a safety net in this device, such that if there
was a power loss the device would remain in a fixed position, and
not move unpredictably. Additionally, due to the construction of
the motors, multiple motors could be attached to the same drive
strip, allowing us to increase the available force on a driving unit
incrementally by adding more actuators to it. Fig. 6(b) shows a
three motor scenario that the cascaded Piezo LEGS linear motors
are used to increase the output force.

While these aspects of the motors are highly beneficial to the
construction of our device there was also a serious drawback: The

485



486

(b)

(©

Figure 6: Piezo LEGS Linear Motor : (a) A Piezo LEGS 10 N Non-
Magnetic Linear Motor, (b) A Piezo LEGS Rotary Motor 80 Nmm,(c)
Three cascaded Piezo LEGS Linear Motors to increase the output
force.

available driver circuitry. Piezoelectric motor drivers are typically
restrictive in the types and styles of waveforms which they can sup-
ply, and often cause some image interference with a diagnostic MR
imager [11]. Additionally, they are typically restrictive on how they
interact with their driving control signal.

Although earlier experiments performed by Fischer and Krieger
have shown piezoelectric motors to produce large amounts of in-
terference with image quality while under motion when in their
commercial off-the-shelf configuration [11], we believe that this
is primarily due to lack of shielding and filtering of the drive cir-
cuits. To address these and other issues, custom driver circuits were
developed for the motors, as shown in Fig. 7. The motor boards
were made because available hardware to drive piezoelectric motors
tends to be very expensive, and it is generally not possible to drive
the motors with highly specific arbitrary waveforms. The Nanomo-
tion single channel controller retails for close to $2,000 and offers
no control over the shape of the drive waveform supplied and also
employs a switching power supply which may negatively affect sig-
nal integrity. The piezo driver boards we are developing will fill the
need for an MR-compatible motor driver with the option of gener-
ating a highly specific arbitrary waveform. By using an embedded
microcontroller, with a plurality of programmable I/Os, the user
could define how the motor would be controlled by the input sig-
nals, as well as being able to design and store optimized arbitrary
waveforms for the specific actuator being used. In addition to this,
the output stage has been built to drive multiple motors with the
same drive signal, so that if a plurality of motors are driving a sin-
gle drive strip, they can be driven with the exact same signal, alle-
viating concerns of synchronizing the motors so they will not buck
each other. An earlier version of the motor board has been tested in

Tunable Inputs

Analog Driver Stage
A

Embedded MCU

Figure 7: The piezo motor driving PCB board.

a diagnostic scanner and has been shown to not contribute a statis-
tically detectable amount of interference with the image quality of
the scanner [27].

5 NEEDLE DRIVER

This section demonstrates a new needle driver that is actuated by
piezoelectric motors. The needle is connected with the force sensor
concentrically. And the force sensor stands on a linear slide driven
by a piezoelectric motor. The resultant force by this actuation can
translate the stylet along the z direction. The linear and rotary op-
tical encoders are used to sense the needle position. To rotate the
needle cannula,a timing belt which goes through the stage top plate
vertically is connected with the needle clamping and the rotary mo-
tor sits beneath the top plate and is coupled with the belt with a
pulley and a ceramic ball bearing. This up-down structure can sig-
nificantly reduce the vertical space to fit into the scanner bore.

Rotation of the needle about its axis may be implemented to drill
the needle in to limit deflection as described by Masamune, et al.
[17] and Wan, et al. [26]. On the other hand, by taking advantage of
the intrinsic asymmetry property of bevel needles, the needle driver
may be used to steer the needle similar to traditional treatment for
mobile robots and some mobile manipulators in [22]. Webster, et
al. [29] explored the modeling and control of bevel steering tech-
niques along trajectories defined using techniques described by Al-
terovitz et al. [2]. For different needles ( brachytherapy and biopsy
application), the rotation part can be the cannula for the brachyther-
apy needle or the whole shaft of diamond shape biopsy needle. In
this design, we follow the cannula rotation approach as in [28] and
[2].The most recent effort for CT compatible needle driven system
is presented by Piccin, et al.[18].

The independent rotation and translation motion of the cannula
and stylet can increase the targeting accuracy while minimize the
tissue deformation and damage. A CAD model of the needle driver
which is mounted on the top plate of the stage is shown in Fig.§ .

Figure 8: A CAD model of the needle driver mounted on the top plate
of the stage providing cannula rotation and stylet translation motion.

To rigidly clamp the needle shaft to the driving motor mecha-
nism, a new clamping device is developed and shown on the right
of Fig.9. This mechanism is similar to a collet and a plastic screw



can be twisted to fasten the tube thus rigidly lock the clamping de-
vice on the needle shaft. The outer diameter of the clamping device
is connected through a ceramic ball bearing which transmits the
motor rotational motion. The clamping device is very generic in
the sense that it can not only fasten brachytherapy needle but also
biopsy needle instead of designing some specific structure to hold
the needle handle as those in [24]. The front-rear double support
fixture increase the needle rotation rigidity.

Figure 9: A detailed CAD model of the rotation stop (left) and needle
clamping device (right).

To ensure surgery safety, a rotation stop that mechanically lock
the rotational shaft from rotary motor is incorporated in the system
in case of needle hits non-soft tissue. This mechanism is basically a
push-lock structure with preloaded spring. A CAD model is shown
on the left of Fig. 9 (the cover fixture is not shown). A similar stop
can also be applied to the z-axis translation motion control since it
is the major potential damage part.

6 DISCUSSION

This paper presents a number of MRI-compatible haptic devices
consisting of a optical force sensor, a linear stage and a new nee-
dle driver. We discussed the sensing principle of the optical sensor
for in-vivo forces measurement. The 3-axis stage provides linear
position capability. The needle driver can provide needle cannula
rotation and stylet translation motion while the cannula translation
is engendered by the 3-axis stage. The driver is actuated by piezo-
electric motors and sensed by linear and rotary optical encoders.
The design is able to position needle and increase the operation au-
tonomy thus reduce the operation time. The independent rotation
and translation motion of the cannula and stylet can increase the
targeting accuracy while minimize the tissue deformation and dam-
age. In addition to the target application of prostate brachytherapy
and biopsy, this system can be a research platform to evaluate nee-
dle steering under real-time volumetric MR imaging.

We are in the process of incorporating all the devices and build-
ing a physical prototype to test the force feedback capability and
the MRI-compatibility. The compatibility of a force sensor made
of the same materials but two or three times larger in scale is vali-
dated in [12]. Further MRI scanner room tests would try to confirm
the mutual compatibility of the sensor and the controller structure.
Further quantitative performance experiments and results would be
reported.
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